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Abstract 

Diabetic retinopathy is one of the leading causes of vision impairment noticed among 

individuals with prolonged diabetes. Early-stage detection is very crucial for its treatment. 

Now, we present a hybrid model which is a combination of U-Net algorithm used for image 

segmentation and Vision Transformer for classification. The total integration offers a robust 

model which helps in detecting various stages of diabetic retinopathy. We leverage the use of 

U-Net algorithm in image segmentation process to delineate the regions of interest in retinal 

images. Further, the outputs which are segmented are passed into Vision Transformer, which is 

enhanced by Efficient Net, which is used across various severity levels involved in Diabetic 

Retinopathy. The usage of transformer architecture helps improve feature extraction and 

classification performance which ensures that our model captures all patterns in retinal images. 

We have evaluated our model on APTOS Blindness detection dataset in which our model 

outperforms traditional convolutional neural networks-based models. Hence, the hybrid 

approach consisting of combination of both the algorithms demonstrates excellent robustness 

and generalization which offers a promising application for diabetic retinopathy screening, 

involving the potential to revolutionize early diagnosis in clinical settings.   
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Introduction 

Precise image segmentation and classification of the retinal lesions (Zhan, Y., 2020) 

from medical images obtained is crucial for early-stage diagnosis, treatment planning, and 

preventing vision loss. Traditionally, this task was done manually by healthcare medical 

professionals, which is indeed time-consuming, inconsistent, and prone to human fatigue. But 

in order to tackle these restrictions, sophisticated and automated methods have been launched 

recently, thanks to advancements in deep learning and machine learning approaches. 

Convolutional neural networks, particularly the (Ronneberger O., 2016; Zhan, Y., 2020) U-Net, 

have demonstrated a significant and vast influence (Wong, T.Y., 2017) on medical pictures 

segmentation because of its extensive capacity to extract both fine-grained spatial information 

and high-level semantic elements. Diabetic retinopathy is a serious eye condition which is 
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bridged to diabetes which can result in blindness, if left untreated. The above work evaluates 

the U-Net model using the APTOS dataset, (Nelson, P., 2016) which consists of various retinal 

fundus images which are categorized by the severity of diabetic retinopathy like: No_DR, Mild, 

Moderate, Severe, and Proliferative_DR. The dataset used is a component of the global APTOS 

Blindness Detection, which has an aim to improve the diagnosis of diabetic retinopathy. 

Besides the usage of U-Net, this study also investigates the use of Vision Transformers, (Zhou, 

Y., 2021) which is a recently developed deep learning architecture that uses attention 

mechanisms to highlight significant portions of an image provided. Moreover, this further 

allows for improved feature extraction and (Brox, T., 2015) global context understanding, both 

of which are really crucial for medical image analysis. Hence, to provide the best possible 

training, preprocessing techniques (Zagoruyko, S., 2020) like intensity normalization and data 

augmentation are used. Further, the model’s performance and working are evaluated using the 

metrics like Dice coefficient and Jaccard Index, which measure the overlapping between 

predicted and the actual lesion areas. The final findings from the above demonstrate how well 

the U-Net segments (D. Dhanasekaran,2022) and classifies lesions and how addition of Vision 

transformers enables the model to focus on additional important regions. Subsequent 

enhancements may entail the application of transfer learning to be applied on pre-trained 

models, hence enhancing performance for smaller datasets or the introduction of multi-task 

learning for simultaneous segmentation and classification. In clinical contexts where there is a 

lack of labelled data, these approaches are helpful because automated tools are essential for 

precise diagnosis. 

 

Literature Review 

Image segmenting and classifying diabetic retinopathy images from retinal fundus 

images are crucial for early-stage diagnosis, proper treatment and planning and proper patient 

monitoring. Traditionally, the manual grading done by ophthalmologists is time-consuming, 

subjective, and prone to variability. However, recent advancements in deep learning 

techniques, particularly the Vision transformer and convolutional neural networks, have paved 

the way for automation, efficient, and objective oriented methods. This review explores the use 

age of the APTOS blindness dataset, which is a large-scale collection of retinal images labelled 

for different Diabetic retinopathy stages, in combination with the U-Net architecture and Vision 

transformer for Diabetic retinopathic segmentation and classification criteria. Ensuring the 

proper identification and investigation of complex retinal lesions such as microaneurysms and 

exudates which requires efficient and appropriate captures of both high-level semantic 

information and low-level spatial details, which the encoder-decoder structure of the U-Net 

with its skip connections provides. By capturing the global contextual relationships, the Vision 

transformer, which is well-known for its self-attention mechanism, improves the model's 

capacity to classify images into the proper severity levels of diabetic retinopathy. The main 

challenges in Diabetic retinopathy segmentation process includes image quality variability, 

class imbalance due to lesser severe cases available and limited labelled data present. The 

Techniques like data augmentation, weighted loss functions and transfer learning from the pre-

trained models can help in addressing these issues. Future work in Diabetic retinopathy 

detection may explore and develop explainable AI models to increase trust among clinicians, 

ensuring that these models are reliable and interpretable in real-world applications usage. 
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Methodology 

The above research project utilizes (Karim N., 2021; Zaman T., 2021) the usage of 

APTOS blindness dataset alongside with advanced deep learning models which includes U-

Net and Vision transformer, to develop a comprehensive and efficient system for segmenting 

and classifying diabetic retinopathy. The following methodology begins with the process of 

dataset acquisition and preprocessing techniques, where retinal fundus images are normalized 

to mitigate the lighting variations and augmented through random rotations, flips and 

brightness adjustments as per the needs. The above step increases the data diversity, enhancing 

the model's ability to generalize. For the segmentation tasks, (Zhan Y., 2020) U-Net’s encoder-

decoder robust architecture with skip connections employed, allows the model to capture high-

level features and preserve the intricate spatial details. This architecture is useful and effective 

in segmenting regions which are affected by diabetic retinopathy, such as haemorrhages and 

microaneurysms. For the classification, (Ronneberger O., 2016) Vision transformer is used, 

which treats the images as a sequence of patches and leverages self-attention mechanisms to 

capture both local and global dependencies which is crucial for assessing the severity of 

diabetic retinopathy. During the model training, U-Net focuses on the pixel-level segmentation, 

(Dhanasekaran D., 2022) with classification of severity of the condition, with both models 

using weighted cross-entropy loss to handle the class imbalances. Additionally, by using the 

Adam optimizer, (Wong, T.Y., 2017) which improves prediction power, we may adjust the 

model weights to decrease losses over time. Once the training procedure is performed 

successfully, the metrics like accuracy, sensitivity, and specificity are used to objectively 

evaluate the model's performance. Furthermore, the retinal pictures visual overlays of the 

expected segmentations (Brox T., 2015) can yield qualitative information. Thus, the above-

mentioned approach provides a dependable and efficient way of identifying and classifying 

(Nelson P., 2016) diabetic retinopathy while also adding in the enhancement of diagnostic 

accuracy by merging Vision transformer (Zagoruyko S., 2020) for classification with the (Zhou 

Y., 2021) U-Net for segmentation. The figure 1 shows methodology flow chart representation. 
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Figure 1: Methodology flow chart representation 

 

Results and Discussions 

 Our hybrid model, which is a combination of Vision Transformer and U-Net performs 

well in recognizing and classifying diabetic retinopathy. Using the U-Net for accurate 

segmentation of afflicted regions, the model uses the architecture to classify retinal pictures 

into five different stages of diabetic retinopathy. The segmentation masks which the U-Net 

model generates demonstrate its potential to accurately identify disease-affected regions while 

segregating pertinent data that are crucial for diagnosis. According to the quantitative study, 

the model produces good performance indicators the Vision Transformer's self-attention 

method allows it to detect minute changes in retinal pictures, hence improving feature 

extraction and classification. This is especially useful for differentiating between mild and 

moderate stages, which can be difficult for conventional convolutional models to do. The 

classification highlights the model's exceptional accuracy at all severity levels and highlights 

its potential as an early diagnosis and treatment tool. Qualitative insights are provided by visual 

overlays of anticipated segmentations, which demonstrate the model's capacity to pinpoint 

important disease-affected areas.  

The model's ability to manage class imbalances guarantees consistent performance 

across all classes in addition to the previously mentioned findings. Model’s capacity to 

generalize is further improved by the introduction of transfer learning, particularly when 

training on with small datasets. These visual and analytical outcomes describe how the 

integrated model can assist in the diagnosis and treatment of diabetic retinopathy, especially in 
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situations where automated analysis could improve many clinical practices. The amount of 

time required for ophthalmologists to perform manual analysis is greatly reduced by the 

combination of U-Net and Vision Transformer model, which offers a good framework for early 

identification and categorization. In addition to increasing diagnostic precision, the automated 

method can also be used in clinical settings, particularly in underdeveloped regions where there 

is limited access to specialized treatment. Finally, in order to improve the model's 

interpretability and build confidence among the medical practitioners, future research may 

investigate the incorporation of explainable AI mechanisms. 

 

Conclusion and Recommendations 

The aforementioned study has established a solid basis for the diagnosis and categorization 

of diabetic retinopathy disease utilizing the U-Net architecture in conjunction with the Vision 

transformer, which is based on Efficient Net and uses deep learning techniques to analyse 

retinal images. With the effective classification of diabetic retinopathy into five severity levels 

and the automation of the segmentation of complex retinal regions, the suggested model 

provides a helpful tool to support doctors in the diagnosis and treatment of this vision-

threatening disorder. Although our findings show that the model is effective for both 

segmentation and classification, there are still a number of areas that might be improved for 

even greater practical usefulness of this technology. The future work, can be considered as 

follows: 

 

• Addressing Real-World Data Variability: The concepts like domain adaptation and 

data augmentation can further enhance the model's robustness, making it more 

adaptable and reliable to variations in retinal images from different acquisition devices 

and patient populations. 

• Beyond Classification: Towards Disease Progression Prediction: Further future 

research could be focused on predicting long-term disease outcomes and its treatment 

responses by correlating it with radiomic features from segmented retinal images with 

the patient data. 

• Deployment and Clinical Translation: Rigorous validation and optimization 

techniques are needed for transitioning the above model into clinical practices, which 

ensures that it meets the regulatory standards and integrates seamlessly into existing 

clinical workflows. 
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