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Abstract 

 

The mistrust of AI seen in the media, industry and education reflects deep-seated cultural anxieties, 

often comparable to societal prejudices like racism and sexism. Throughout history, literature and 

media have portrayed machines as antagonists, amplifying fears of technological obsolescence and 

identity loss. Despite the recent remarkable advancements in AI—particularly in creative and 

decision-making capacities—human resistance to its adoption persists, rooted in a combination of 

technophobia, algorithm aversion, and cultural narratives of dystopia. This review investigates the 

origins of this prejudice, focusing on the parallels between current attitudes toward AI and 

historical resistance to new technologies. Drawing on examples from popular media and recent 

research, the article reveals how AI, despite outperforming humans in some creative tasks, is often 

undervalued due to bias. The evidence shows that the tool can significantly augment human 

creativity and productivity, yet these benefits are frequently undermined by persistent skepticism. 

The article argues that this prejudice represents a critical barrier to the full realization of the 

potential of the generative technology and calls for a reexamination of human-AI collaboration, 

emphasizing the importance of addressing these biases both culturally and within educational and 

professional frameworks. 
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Introduction 

 

 In recent years, media coverage of AI in education has often focused on both the potential 

benefits and the perceived dangers associated with its adoption. One of the central concerns raised 

by critics is the risk of AI-driven systems making decisions that should be in the hands of educators 

(Lake, 2024). These decisions, ranging from grading to identifying students for special programs, 

are seen as opaque due to the "black box" nature of AI algorithms, where the logic behind decisions 

is not easily accessible or understandable to teachers, parents, or even policymakers (Strain, 2024). 

This lack of transparency has led to calls for stricter regulation and a temporary halt in AI 

implementation in schools until these systems can be more reliably evaluated and controlled. 
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Critics worry that AI could exacerbate existing problems with digital platforms in education, such 

as inadequate data protection and unregulated beta testing on students (Williamson, Molnar, & 

Boninger, 2024).  

Moreover, the framing of AI in news media has also contributed to a narrative of fear. AI 

is frequently presented in a dichotomous manner: either as a technological savior or as a threat to 

human jobs and autonomy (Owsley & Greenwood, 2024). This tendency has led to polarizing 

public discourse, where the promises of enhanced efficiency and innovation are juxtaposed with 

fears of job displacement, algorithmic bias, and ethical concerns (Nguyen & Hekman, 2024). In 

education, the portrayal of AI as a disruptive force often emphasizes potential harms, such as the 

replacement of teachers or the reinforcement of societal inequalities, leading to a broader 

skepticism about its adoption (Kim, 2024). These anxieties are compounded by a lack of critical 

data literacy among educators and policymakers, further fueling resistance to AI integration in 

educational settings. 

Another barrier to adoption revolves around media coverage of AI, particularly in 

educational settings, highlighting the limitations of AI technologies, with hallucinations being a 

key concern. "Hallucinations" in AI, especially in large language models (LLMs) like ChatGPT, 

refer to instances where the system generates false or misleading information that is not grounded 

in reality. These hallucinations have been widely reported in the press, with many educators 

expressing concern that such inaccuracies could misinform students or undermine trust in the 

technology (Yadlin & Marciano, 2024). The limitations in AI training, where models are only as 

reliable as the data they are trained on, further contribute to these concerns. Training models on 

outdated or biased datasets often leads to skewed or incorrect outputs, making AI less reliable for 

applications requiring precision, such as student evaluations or content creation in academic 

environments. Such was the case with the first stable model of ChatGPT 3.5 (Koçak et al., 2024). 

The challenges of training these systems extend beyond hallucinations. Early models often 

struggled with insufficient or imbalanced training data, resulting in models that could not handle 

diverse or novel situations effectively (Rane, Choudhary, & Rane, 2024). In educational settings, 

this led to systems that were unable to adapt to the nuanced needs of different learning 

environments or student populations. While recent advancements in deep learning have improved 

performance dramatically, and dropped to 3%, the media continues to report on the risks posed by 

under-trained models (Wodecki, 2023). These include concerns that these systems could reinforce 

biases or fail in critical tasks like grading or personalized learning recommendations (Tossell et 

al., 2024). The public discourse around these issues underscores the need for better AI training and 

greater transparency in its decision-making processes. 

At the same time, while public doubt in the abilities of these models persists, the latest 

research coming out reinforces the opposite. For instance, a recent study by Bohren, Hakimov, and 

Lalive (2024) has ignited debate by demonstrating that generative AI (GAI) models, particularly 

ChatGPT-4, can outperform human creativity in specific tasks. The research, which compared AI-

generated responses to those produced by a diverse sample of U.S. adults, found that AI-generated 

ideas were consistently rated as more creative, with ChatGPT significantly surpassing human 

creativity in both volume and quality. These findings challenge long-standing beliefs about human 

exceptionalism in creative domains, raising questions about the future of human-AI collaboration 

in areas traditionally reserved for human ingenuity (Kurmi, Maurya, & Pujari, 2024). Interestingly, 

the study revealed that while human creativity can be augmented by AI, the performance of human-

AI teams did not surpass AI working independently. This outcome suggests that, in many cases, 
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models may generate novel and valuable ideas more efficiently than humans, provided it is 

correctly prompted. 

The study also explored the strategic capacities of GAI, finding that ChatGPT was able to 

adapt its decisions in strategic games, albeit with some limitations compared to human players. 

While the tool demonstrated an ability to adjust to the moves of an opponent, humans retained an 

advantage in situations requiring complex, non-equilibrium strategies (Bohren, Hakimov, & 

Lalive, 2024). Despite this, the capacity to learn and respond in real-time presents significant 

opportunities for strategic decision-making in professional and competitive environments. The 

findings indicate that while GAI enhances creative and strategic tasks, its performance remains 

subject to human oversight and careful prompting. Moreover, the study highlighted gender 

disparities in the reaction to AI competition, with women’s creativity notably diminished when 

competing with AI, underscoring the need for equitable training and collaboration strategies in 

human-AI partnerships (Bohren et al., 2024). 

The findings from Bohren, Hakimov, and Lalive (2024) present compelling implications 

for the intersection of human creativity and AI capabilities and how it is viewed. Contrary to the 

widely held assumption that the most effective approach lies in human-AI collaboration, this study 

suggests that AI, particularly ChatGPT-4, outperforms human creativity even when humans are 

augmented by AI. This is a pivotal shift in understanding, as it challenges the conventional wisdom 

that the synergy between human insight and AI efficiency would naturally yield superior results 

(Bankins, Hu & Yuan, 2024; Ramirez & Esparell, 2024). Instead, the study reveals that AI alone, 

when properly prompted, can generate more novel, creative ideas than both humans and human-

AI partnerships. This suggests a future where optimizing AI prompts and improving user-AI 

interaction will be key to unlocking even greater creative and strategic potential, diminishing the 

role of human input in areas previously thought to be solely within the human domain 

(Tabatabaian, 2024). Such capabilities further challenges notions of human exceptionalism and 

contribute to the technophobic narrative that these tools will replace human laborers in certain 

fields (Cui, Li, & Zhou, 2024). 

These findings set the stage for a deeper exploration of the broader societal response to AI. 

Specifically, this article argues that the resistance to AI is not merely about its capabilities (or 

perceived lack thereof) but is symptomatic of a deeper prejudice ingrained in cultural narratives, 

similar to racism or sexism (Rehman et al., 2024). Such prejudice manifests through technophobia, 

Luddism, and algorithm aversion, all of which fuel distrust and skepticism despite the 

overwhelming evidence of the potential of the technology. Bias is particularly evident when human 

raters consistently undervalue AI-generated work, even when it surpasses human output (Hattori, 

Yamakawa, & Miwa, 2024). The cultural fear of being replaced by machines—a theme echoed 

through generations for millennia—contributes to a narrative of technological dystopia, where 

automation is seen as a threat rather than an opportunity. As Korać mused (2024), “Why do we 

fear the Roboapocalypse?” This article will, therefore, frame AI prejudice as a cultural barrier akin 

to other forms of social discrimination, rooted in historical anxieties about the future, and will 

argue that overcoming these biases is essential for realizing the full benefits for social good. 

 

Literature Review 

Intelligent systems using various AI models have increasingly positioned themselves as a 

catalyst for innovation across numerous domains, provoking a range of responses that include 

enthusiasm, skepticism, and in some cases, outright resistance. Existing scholarship consistently 
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demonstrates the capacity of AI-based systems to augment decision-making processes, streamline 

complex analyses, and generate creative outputs, yet many stakeholders remain hesitant to 

embrace such tools. Much of this reluctance arises from persistent cultural narratives that frame 

advanced technologies as threats to human labor, creativity, and moral agency. Over time, 

concerns about algorithmic bias, data privacy, and opaque machine learning models have further 

intensified ambivalence toward proliferation of the technology. Several studies, for example, 

reveal that anxieties are rooted not only in fears about technology supplanting human roles but 

also in perceptions that AI challenges established cultural values and ethical norms (Bassett, 2021; 

Korać, 2024). Importantly, these apprehensions are not uniform but rather manifest differently 

across educational, corporate, and public sectors, shaping distinct patterns of resistance. In the 

education sector, skepticism is compounded by a perceived erosion of professional autonomy, a 

concern that algorithmic tools may limit pedagogical flexibility and reduce the educator’s role to 

mere facilitation. The literature as a whole underscores a dual narrative: while AI symbolizes 

unprecedented potential for innovation and problem-solving, it also ignites fears that human 

agency, identity, and control may be diminished or reconfigured in unsettling ways. 

A substantial body of historical and cultural scholarship demonstrates that resistance to AI 

emerges from long-standing anxieties about technological encroachment upon human domains, 

often interwoven with symbolic narratives that date back millennia. Classical myths reflect early 

concerns about mechanical beings supplanting human authority, while contemporary science 

fiction narratives intensify these themes with more immediate and relatable tropes (Huyssen, 1981; 

Paschalis, 2015). These stories highlight a persistent duality: reverence for the transformative 

potential of advanced mechanisms and concurrent dread that such mechanisms might outgrow 

human oversight. Modern depictions of AI in mass media frequently accentuate dystopian 

trajectories, featuring job displacement, surveillance, and existential crises of identity. These 

portrayals often conflate transformative innovation with irreversible loss, reinforcing a social 

climate of technophobia. Several empirical analyses suggest that these entrenched beliefs do not 

merely reflect ignorance; rather, they represent deeply embedded cultural frameworks that inform 

how societies interpret emerging technologies. Moreover, the resonance of such myths and 

narratives extends into contemporary policy debates, educational strategies, and corporate 

decision-making. By reinforcing a cultural milieu in which AI is viewed with suspicion, these 

historical and literary references contribute to ongoing resistance that manifests both structurally 

and psychologically across multiple sectors. 

Within the educational sphere, resistance to AI has been particularly pronounced, as 

instructors, administrators, and students grapple with the implications of algorithmic tools that 

promise enhanced efficiency but threaten established norms. Scholars examining AI’s role in 

classrooms have noted that popular media coverage often emphasizes failures of transparency and 

unexplained outputs, framing AI tools as “black boxes” that undermine the educator’s ability to 

justify decisions (Williamson, Molnar, & Boninger, 2024). Concurrently, research highlights 

concerns about algorithmic bias, as stakeholders worry that automated grading, tailored learning 

recommendations, and predictive analytics might reproduce systemic inequalities rather than 

ameliorate them (Strain, 2024; Rehman et al., 2024). Under these circumstances, educators and 

learners may perceive AI as a disruptive agent that jeopardizes professional judgment, reduces 

nuanced pedagogical interactions, and risks the perpetuation of cultural prejudices. Scholars have 

even drawn parallels between the undervaluation of AI-generated intellectual products and 
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longstanding discriminatory practices, noting that dismissing these outputs based solely on their 

origin rather than their merit mirrors racist or sexist biases (Hattori, Yamakawa, & Miwa, 2024). 

Such deep-seated prejudice impedes the acceptance of the tool as a valid collaborator in scholarly 

inquiry and pedagogical design. Studies thus suggest that overcoming these barriers requires 

sustained efforts to educate stakeholders, promote transparent design, and establish regulatory 

frameworks that inspire confidence in fairness and reliability. 

Contrary to the notion that AI merely automates and diminishes the human creative 

impulse, an emerging strand of literature proposes that advanced algorithms can outperform 

humans in certain inventive and ideational tasks. Empirical evidence indicates that AI-generated 

ideas, solutions, and artistic expressions are often rated as more creative than those originating 

from solely human teams, challenging assumptions about the inherent superiority of human 

innovation (Bohren, Hakimov, & Lalive, 2024). Surprisingly, research also indicates that adding 

human collaborators to AI-driven creative processes does not necessarily enhance the quality of 

outcomes, raising questions about how best to integrate human expertise and algorithmic capacities 

(Ramirez & Esparrell, 2024). Equitable frameworks for human-AI collaboration demand more 

than merely pairing a human expert with a computational agent; they necessitate careful attention 

to gender, cultural expectations, and professional hierarchies that may shape the perceived 

legitimacy of AI contributions (Bohren et al., 2024). Despite the proven competencies of AI, 

stakeholders often struggle to trust these tools, a challenge that must be addressed through 

transparent system design, explicit communication of algorithmic logic, and iterative pedagogical 

engagement. Emerging studies are thus reframing the conversation, advocating for human-

machine symbiosis that respects the cultural and psychological contours of trust-building. Such 

reframing underscores the pressing need to articulate guidelines, standards, and shared values that 

align the interests of diverse stakeholders with the promises of AI-driven progress. 

Taken collectively, the reviewed literature underscores that the trajectory of AI acceptance 

or resistance does not hinge solely on technical efficacy, but is profoundly influenced by 

historically ingrained narratives, cultural expectations, and the structural dynamics of educational 

and professional contexts. Persistent fears that machines may eclipse human agency remain 

interwoven with myths, media portrayals, and negative case studies that cast advanced 

technologies as threats rather than allies. Overcoming these multifaceted challenges involves 

forging new narratives of AI as a collaborative partner—one that enhances human creativity, 

equity, and decision-making rather than undermining them. By establishing transparent 

computational processes, fostering critical AI literacy, and engaging stakeholders in the co-

creation of algorithmic tools, the broader community can begin to dismantle entrenched biases. 

Scholars suggest that deliberate efforts to contextualize these generative tools within existing 

pedagogical and cultural frameworks can dispel misunderstandings, mitigate bias, and reposition 

AI as a resource that serves human values rather than erodes them. Ultimately, the literature offers 

a roadmap for reimagining the cultural reception of AI, advocating for nuanced perspectives that 

acknowledge historical fears while also embracing forward-looking visions of what human-AI 

collaboration can achieve. Such an approach invites a redefinition of both technology and 

humanity, positing that genuine integration requires not only technical advancement but also 

cultural introspection, ethical vigilance, and sustained dialogue among all participants. 
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Methodology 

 

This study employs a meta-literature review approach that is firmly situated within 

humanities-based methodologies, enabling a comprehensive examination of cultural prejudices 

against AI and their conceptual parallels to historical and social biases. Rather than conducting 

original empirical data collection or engaging human subjects, the chosen approach privileges the 

analysis of existing scholarly works, media accounts, and historical sources. Drawing on methods 

traditionally used in the humanities—such as critical textual interpretation, comparative 

historiography, and philosophical inquiry—this framework seeks to uncover the deep-seated 

narratives and symbolic meanings that inform negative perceptions of AI. By forgoing quantitative 

metrics and statistical models, the methodology embraces a more interpretive stance, treating texts 

and cultural artifacts as evidence of underlying values, fears, and expectations. This focus on 

interpretive depth encourages an understanding of AI resistance not merely as an isolated 

phenomenon, but as a dimension of ongoing discourses on technology, power, and identity. The 

humanities orientation thus provides the analytical flexibility to navigate a broad spectrum of 

materials, from academic articles to cultural myths, unearthing the ways in which language, 

symbolism, and narrative structure influence contemporary attitudes. Such an approach expands 

the intellectual horizon of the inquiry, bridging disciplinary gaps and revealing the importance of 

cultural context in understanding how societies form judgments about innovative technologies. By 

emphasizing conceptual analysis over measurement, the methodology remains closely aligned 

with the study’s aim of illuminating the cultural foundations that support or hinder the acceptance 

of AI. 

 

Data gathering for this research involved an extensive review of secondary sources that 

address the cultural, historical, and ideological underpinnings of AI resistance, thereby providing 

a robust corpus for interpretive inquiry. Scholarly databases such as JSTOR, Scopus, and Google 

Scholar were systematically queried to identify peer-reviewed journal articles, monographs, and 

edited volumes that directly consider themes of technophobia, skepticism toward AI integration, 

and manifestations of cultural bias. In parallel, reputable media outlets, documentary films, and 

historical texts were examined to capture narratives circulating in popular culture and to connect 

contemporary debates with centuries-old fears regarding mechanical substitutes for human labor 

and judgment. Selection criteria emphasized relevance to core themes, privileging materials that 

explicitly analyze hostile or suspicious attitudes toward AI while incorporating interdisciplinary 

insights from fields like history, sociology, psychology, and education. By drawing from diverse 

intellectual traditions, the data set resisted insular perspectives, ensuring that the emergent patterns 

reflected the complexity of cultural responses to technological change. Credibility played a guiding 

role, resulting in a careful curation of sources known for rigorous scholarship, balanced 

commentary, and evidence-based argumentation rather than sensational claims. Although the 

selection necessarily reflects certain scholarly biases, the breadth and depth of materials aimed to 

mitigate undue influence from any single tradition or theoretical viewpoint. The resulting corpus 

supports a nuanced and context-rich exploration of the phenomena under study. 

 

The analytical framework guiding this inquiry integrates thematic analysis with established 

humanities techniques, ensuring that patterns arising from the literature are interpreted within 

historically and culturally contingent contexts. Thematic analysis served as a systematic tool for 

organizing and categorizing insights into distinct clusters, revealing common narratives such as 
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fears of displacement, skepticism toward algorithmic decision-making, and the perpetuation of 

inequality through technological means. Rather than treating these themes as isolated findings, the 

study employed textual analysis, intertextual interpretation, and historiographical comparison to 

situate them in broader traditions of cultural storytelling, myth-making, and identity formation. 

For instance, references to ancient myths and modern science fiction were juxtaposed to highlight 

the continuity of certain anxieties, shedding light on how persistent tropes shape responses to 

emerging technologies. The interpretive stance allowed for a layered understanding of the data, 

transcending surface-level patterns and venturing into the symbolic and ideological dimensions of 

AI resistance. By foregrounding cultural narratives rather than mere data points, this framework 

illuminated how educational spheres, philosophical debates, and social practices coalesce to form 

stable yet adaptable sets of beliefs and assumptions. In this sense, the analytical process resembled 

a dialogic encounter between disparate texts, challenging the researcher to discern evolving 

meanings, rearticulations of familiar fears, and the influence of historical memory on 

contemporary perceptions. Through this multifaceted lens, the framework clarified how current 

discussions about the place in society of these technologies are inseparable from older intellectual 

and cultural legacies. 

 

While the meta-literature review approach employed in this study offers considerable depth 

and interpretive richness, several limitations must be acknowledged to contextualize the findings. 

Because the methodology relies exclusively on existing literature rather than new empirical data, 

the conclusions reached are contingent upon the comprehensiveness and representativeness of the 

reviewed sources. Biases inherent in the academic publishing landscape, as well as in journalistic 

and cultural production, may shape the body of available texts, potentially skewing the thematic 

patterns identified. The qualitative nature of the inquiry, which emphasizes interpretation and 

contextualization over quantification, further limits the generalizability of the results to other 

contexts or populations. Instead, the primary contribution lies in elucidating the cultural and 

conceptual substrates that inform AI resistance, rather than in generating empirically verifiable 

predictions. Additionally, the subjective element inherent in humanities-based critical analysis 

means that the researcher’s interpretive lens could influence which themes receive greater 

attention. Although measures were taken to consult multiple disciplines and avoid an overly 

narrow perspective, no single methodology can completely evade selectivity. Recognizing these 

constraints does not diminish the value of the research; rather, it underscores the need for future 

studies to complement this interpretive approach with empirical investigations, cross-cultural 

comparisons, or longitudinal analyses that may further refine and challenge the insights gleaned 

from the present inquiry. 

 

Results 

 

• A Self-Fulfilling Prophecy: Dystopian-Technophobic Future   

In the 1984 sci-fi classic The Terminator, audiences were introduced to Skynet, an artificial 

neural network and superintelligent defense system designed to eliminate human error from 

military decision-making. In the film, Skynet became self-aware just weeks after its launch and, 

in a cataclysmic event on August 29, 1997, triggered a nuclear holocaust, marking the rise of 

machines and the fall of humanity. While Judgement Day never arrived in reality, the fear of 

machine dominance has persisted into the 21st century. As Aoun highlighted in Robot-Proof 

(2018), many Americans now fear the prospect of losing their jobs to automation more than they 
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fear death itself (and that was before generative AI). Despite the absence of Skynet’s apocalyptic 

takeover, contemporary concerns about the rise of AI and robots reflect ongoing anxieties that 

technological advancements may displace human workers and reshape society in ways reminiscent 

of dystopian narratives. 

 

Moreover, the fear that machines, particularly robots and AI, will displace human workers 

is not new. In fact, anxieties about technological advancements threatening human livelihoods 

have deep roots in human history. The fear of technological advancements, especially those that 

could surpass human abilities, is deeply rooted in ancient myths across different cultures. In Greco-

Roman mythology, Hephaestus, the god of invention, is a key figure who created automatons like 

the giant bronze robot Talos to defend the island of Crete (Figure 1). Talos represents one of the 

earliest notions of robots, patrolling the island's shores and hurling boulders at invaders 

(Gerolemou, 2022). However, even in ancient times, these creations sparked concerns about 

control and the potential dangers of technology, as seen when the sorceress Medea outwitted Talos, 

leading to his demise. This narrative reflects the dual nature of technology as both protector and 

threat, an idea that continues to shape our perceptions of robots today (Paschalis, 2015). Similarly, 

myths like that of Daedalus and Icarus explore the dangers of human innovation when it is not 

carefully controlled (Restivo, 2022).  

 

 
Figure 1. Talos and the Argus, Jason and the Argonauts (1963) Columbia Pictures (Public 

Domain) 

 

Beyond the Greeks, other cultures also expressed concerns about the power of artificial 

creations. In Jewish folklore, the Golem is another early example of an artificial being created by 

human hands. The Golem, a clay figure brought to life through the use of sacred words, was 

initially created to protect the Jewish people from persecution. However, like Talos, the Golem's 

uncontrolled power eventually became a danger to its creators, symbolizing the risks inherent in 

tampering with forces beyond human understanding (Glinert, 2001). These ancient myths not only 

foreshadow the modern anxieties surrounding artificial intelligence and robotics but also highlight 

a recurring theme in human culture: the struggle to balance the desire for technological 

advancement with the fear of losing control over these creations. 
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During the Renaissance and into the Romantic period, technological progress became both 

a source of fascination and dread (Sawday, 2007). Mary Shelley’s Frankenstein (1818) is perhaps 

the quintessential example of this, where the creation of life through scientific means leads to 

devastating consequences. In the modern era, the portrayal of technology as an antagonistic force 

in cinema is a recurring theme that has captivated audiences for nearly a century. One of the earliest 

and most iconic examples is Fritz Lang’s Metropolis (1927), a groundbreaking science fiction film 

set in a dystopian future where the ruling elite control the masses through technology. In the film, 

a robot, the Maschinenmensch, (Figure 2) is created to manipulate and deceive the working class, 

leading to chaos and destruction. The narrative reflects the anxieties of industrialization and the 

fear that machines might one day surpass and subjugate humans, a theme that continues to resonate 

today in our conversations about AI and automation (Huyssen, 1981). 

 

Figure 2. Set Photograph, Metropolis (1927), Fritz Lang. (Public Domain) 

 This fear evolved over the decades, as seen in The Terminator (1984) and The Matrix 

(1999). In The Terminator, an AI known as Skynet turns against humanity, sparking a nuclear 

apocalypse and sending machines to eliminate the remnants of the human race. Similarly, The 

Matrix explores a future where AI has enslaved humanity in a simulated reality, feeding off their 

bodies while keeping them in a perpetual illusion of freedom. Both films illustrate the distrust of 

technology and the existential fear that it might evolve beyond human control. These narratives 

echo throughout more recent films, such as Ex Machina (2014), I, Robot (2004), and Chappie 

(2015), where the potential for sentience and rebellion continues to be explored, often raising 

ethical dilemmas about control, morality, and the very nature of humanity (du Plooy, 2024). 

The fear of identity loss, especially through replacement by technological advancements, 

has also been a recurring theme in both mythology and modern narratives and dovetail with an 

apocalyptic fear of technology (Bassett, 2021). In Greek mythology, the story of Cronus and Zeus 

symbolizes this fear, as Cronus, the father, devoured his children to prevent them from usurping 

his power, only to be overthrown by Zeus (Edinger, 2001). The myth reflects ancient anxieties 

about the younger generation surpassing them, a fear that mirrors modern concerns about being 
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replaced by technology. Similarly, in modern literature and film, this theme is vividly portrayed in 

works like Invasion of the Body Snatchers (1956) and The Stepford Wives (1975). Both stories 

delve into the horror of being replaced by a version of oneself that is physically identical but devoid 

of individuality and humanity. In Invasion of the Body Snatchers, (Figure 3) alien duplicates 

replace humans, creating a sense of paranoia and fear of losing one's identity and autonomy, while 

The Stepford Wives imagines a scenario where women are replaced by idealized robotic versions 

of themselves to serve patriarchal desires, further reinforcing this anxiety about personal identity 

being erased by external forces- As the protagonist proclaims, “"There'll be somebody with my 

name, and she'll cook and clean like crazy, but she won't take pictures, and she won't be me!"  

(Murphy, 2009). 

 

Figure 3. Color Lobby Card, Invasion of the Body Snatchers, Allied Artists (1956). (Public 

Domain) 

This fear of being replaced by a better, more efficient version—whether through 

technology or other means—echoes in conversations today about artificial intelligence. The 

question of whether a machine can think, create, or even feel like humans is no longer a distant 

possibility but an emerging reality. As AI becomes increasingly capable of performing tasks once 

thought to require uniquely human attributes, individuals are left grappling with what it means to 

be human in a world where machines might surpass their abilities. This existential dread, rooted 

in the desire to maintain human exceptionalism, fuels resistance to technological advancements 

(Galloway, 2017). The duality of human progress—where innovation is both feared and 

celebrated—points to a deep-seated anxiety about losing identity, a theme that has persisted 

throughout history and continues to shape contemporary discourse on AI and automation. 
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• Cultural Resistance to AI in Education: Prejudice and Adoption 

With such an ingrained cultural tradition of technophobia, the resistance to adoption of new 

technologies in education is understandable but more complex than it might seem at first blush. 

The hesitation to integrate the tools for pedagogical purposes, particularly in writing, stems not 

from a lack of capability but from a cultural prejudice that mirrors other forms of bias, such as 

racism or sexism. Faculty resistance and “AI-doomer” influencers have cultivated a sentiment that 

using AI is unethical or inherently problematic (Črček & Patekar, 2023; Elmessiry, Elmessiry, & 

Elmessiry, 2023). This cultural valence, or the emotional significance attached to AI within 

educational spaces, creates a barrier that prevents students from embracing tools designed to 

enhance learning. As argued by Shea (2024), the resistance to AI is less about concerns over 

learning and more about entrenched beliefs about the roles of educators and technology. The 

predetermined roles are challenged with examples such as creative writing, where the ability to 

generate text has provoked concerns that creativity itself may be diminished or dehumanized. 

However, Shea argues that these reactions largely overlook the potential as an augmentative tool, 

rather than a replacement. While the article discusses such lost use cases in terms of established 

beliefs regarding what the role of an educator should be, there are other considerations that assist 

in explaining academic inertia, including prejudice against technology. 

It is first necessary to establish a baseline definition of prejudice to see how it can be 

applied here. As Kite, Whitley, and Wagner (2022) note, prejudice refers to a preconceived 

judgment or opinion formed without just grounds or sufficient knowledge, often leading to 

discriminatory behavior. It manifests in many forms, with racism and sexism being two prominent 

examples. Racism involves biases and discriminatory actions against individuals based on race or 

ethnicity, often supported by ingrained societal stereotypes that favor one group over others. For 

instance, studies show that certain groups, like Black and Latino individuals, face higher rates of 

discrimination in policing and purchasing transactions, a reflection of societal prejudices rooted in 

stereotypes (Negreiros et al., 2024). Similarly, sexism, which is discrimination based on sex or 

gender, reflects societal biases that often disadvantage women. Expectations around gender roles, 

such as the belief that women should be nurturing and men assertive, lead to discriminatory 

outcomes in various fields, including employment and education (Jun, 2024). Both forms of 

prejudice operate through explicit biases, which are conscious, and implicit biases, which are 

unconscious but equally influential. 

In the context of AI, similar patterns of prejudice can be observed. Just as racial and gender 

biases are deeply rooted in societal structures, so too is a growing prejudice against AI. This 

manifests as a fear of replacing human roles, particularly in creative and intellectual fields. Much 

like racism and sexism, this bias against AI is often fueled by misunderstandings and cultural 

narratives that cast technology as inherently threatening. As a result, many individuals, including 

educators, resist integration, not because of a lack of capability but due to an ingrained distrust of 

its potential (Shea, 2024). The cultural prejudice hinders the broader adoption in education, despite 

its proven benefits in enhancing productivity and creativity. Addressing this bias is crucial for 

realizing the full potential of transforming industries, much like overcoming prejudices against 

race or gender is essential for social progress. 
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Recommendations 

The persistence of outdated critiques about AI capabilities, even in conferences as recent 

as 2024, reflects a significant gap between actual technological advancements and the perceptions 

held by many in academia. Discussions noted by the authors here often focus on earlier iterations 

of AI, such as ChatGPT 3.5, which exhibited hallucinations and struggled with tasks like 

generating realistic imagery of hands or eliminating biases from its datasets. These limitations, 

while real at the time, have since been addressed to varying degrees with updates in subsequent 

versions, including GPT-4. However, the academic emphasis on these earlier problems, such as its 

hallucinations or dataset biases, reinforces the idea that AI is simply "another shiny tool" rather 

than a technology undergoing constant evolution (Paese & Yankov, 2023). Consequently, many 

educators and researchers fall into the trap of viewing AI solely through the lens of red-teaming—

an approach where the weaknesses of models are tested but not integrated into broader pedagogy 

(Hong et al., 2024). 

The continuous reliance on such outdated perspectives indicates a deeper cultural 

apprehension. On one hand, there is an inherent dystopian fear of the technology fueled by media 

portrayals, which often align with the perceptions of the general public noted by Nader et al. 

(2024). On the other hand, the rapid development from the realm of science fiction into a practical 

reality has led to a profound sense of cognitive dissonance, or what Caporusso (2023) calls 

“creative displacement anxiety.” This apprehension results in the hedging of bets against these 

tools, with many viewing its increasing capabilities as a threat to established human expertise, 

particularly in areas traditionally dominated by intellectual and creative labor (Magni, Park, & 

Chao, 2024). As AI becomes more competent in performing tasks once considered the exclusive 

domain of humans, resistance to its adoption becomes more pronounced, rooted in fears of 

obsolescence rather than the actual limitations of the technology. 

To move forward, these entrenched biases must first be acknowledged. Much like how 

prejudice in the forms of racism or sexism was once deeply ingrained in society but progressively 

addressed through education and awareness, the skepticism toward AI must be tackled head-on. 

Acknowledging that distrust in technology is a real phenomenon rooted in historical resistance to 

change is crucial. However, the fear of the potential of the technology is misplaced; the doubt lies 

not in its capabilities but in the emotional and often irrational barriers to its adoption. AI, like many 

technological innovations before it, is evolving rapidly, and these developments are likely to 

exacerbate pre-existing anxieties. Overcoming this requires an honest examination of these biases 

and a commitment to understanding the true potential of these rapidly evolving tools. 

The key recommendation, therefore, is to encourage institutions to shift from a purely 

critical stance toward one of constructive integration. Educators need to focus not only on 

identifying flaws in these tools, thereby creating excuses for use, but also on their applications 

within pedagogy and research, enabling them to foster digital, information, and AI literacy. It is 

not enough to retain expertise in a given field without equipping students with the tools to validate 

and assess AI-generated outputs. This approach, which moves beyond simply testing AI for its 

limitations, can pave the way for a more nuanced and effective adoption of these technologies in 

academic settings. 
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Conclusion 

 

In concluding this analysis, the refusal by educators to adopt AI tools in their teaching—

often due to ethical concerns or critiques of their limitations—ultimately disservices students in 

the long term. While it is true that AI models like ChatGPT have been subject to scrutiny for 

inaccuracies, hallucinations, and bias, focusing solely on these shortcomings neglects the reality 

that AI is becoming an integral part of knowledge acquisition, transfer, and dissemination. The 

professional landscape students will enter is one where AI-generated content plays an increasingly 

significant role, from drafting reports to conducting research and even analyzing data.  

Many faculty, particularly those who continue to frame these tools as unreliable or 

unethical, are failing to prepare students for the future workplace, where mastery of generative 

technologies will be as essential as proficiency in basic digital literacy skills today. For instance, 

concerns about the ethical dimensions of AI-generated content, such as data privacy or bias, are 

legitimate; however, they should lead to the development of strategies for responsible use rather 

than outright rejection. The argument that such tools could undermine academic integrity neglects 

the broader context—AI is reshaping industries far beyond academia, creating new methods for 

synthesizing information, driving innovation, and altering how professionals approach problem-

solving.  

Furthermore, the reluctance to integrate the tools into the classroom reinforces a static 

model of education that fails to account for how technology is, once again, transforming not only 

knowledge production but also the skills required to navigate the professional environments of the 

future. Faculty members who choose not to engage with AI in their pedagogical practices leave 

students ill-equipped to harness its potential in their careers. Whether used for automating 

administrative tasks or advancing research, AI is now an essential tool in most fields, making its 

understanding vital for student competitiveness. 

The reality is clear: AI is not a temporary trend but an enduring force that has 

fundamentally changed the landscape of how knowledge is created, transferred, and shared across 

industries. Educators must, therefore, shift from critiquing AI’s flaws to embracing its possibilities, 

fostering an environment where students are not only familiar with generative technologies but 

also empowered to use them responsibly and effectively. Those who fail to do so risk leaving their 

students behind, unprepared for the complex challenges of an AI-driven world. 
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